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Abstract— The proposed system outlined in this paper is a
solution to a use case that requires autonomous picking of
cuboidal objects from an organized or unorganized pile with
high precision. This paper presents an efficient method for
precise pose estimation of cuboid-shaped objects, which aims to
reduce error in target pose in a time-efficient manner. Typical
pose estimation methods like global point cloud registrations
are prone to minor pose errors for which local registration
algorithms are generally used to improve pose accuracy. How-
ever, due to the execution time overhead and uncertainty in
the error of the final achieved pose, an alternate, linear time
approach is proposed for pose error estimation and correction.
This paper presents an overview of the solution followed by
a detailed description of individual modules of the proposed
algorithm.

Pose Estimation, Object Detection, 3D Matching, Pose
Correction, Mobile manipulator, Palletization

I. INTRODUCTION

With the advance in industrial robots and sensors, the
task of autonomous robotic picking and place is now more
feasible than before. This improvement opens new opportu-
nities in various use cases, including warehouse automation
and bin-packing, autonomous-cleaning robots, rovers for
planetary surface explorations and autonomous construction.
One such application of mobile manipulation was presented
in a use case comprised of a task involving picking different
types of cuboidal objects with high precision in a time-
constrained scenario.

Usually, to determine a precise pose of an object, global
point cloud registration methods are a good starting point as
it estimates an approximate pose in less time, provided the
object classification and segmentation are already done. But
the resulting pose is often erroneous to a certain degree that
must be addressed with correction method. Compensating for
this error, the second stage of processing is usually done by
local registration methods to achieve the desired accuracy.
Methods such as Iterative closest point (ICP) [1] reduces
the pose error by local registration method but are time
consuming and still might be erroneous depending on the
dataset. However, an outdoor environment involves various
factors like acquiring data in varying lighting conditions,
such as under direct sunlight or a poorly lit environment. In
such scenarios majority of depth cameras capture erroneous
point clouds primarily due to reflections or the inability to
utilize colour properties in darker environments which needs
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to be compensated with data processing techniques and the
use of depth sensors that can be tuned to work in flexible
conditions.

Picking the correct object from the scene is a crucial step
for its pose estimation that requires object identification and
segmentation. Since the accuracy of the pose is essential
for bin packing of the cuboidal objects, the solution must
prevent these marginal pose errors in the minimum possible
time. Hence we propose a method that uses the RGB data
to segment the pointcloud on which global point cloud
registration(Super4PCS [2]) is done. And to improve pose
accuracy resulting from that are corrected by estimating the
error in pose accurately using a point selection process and
correcting the pose in linear time.

II. RELATED WORK

Pose estimation using local registration: Methods such
as Iterative closest point (ICP)[1] target scan pairs with
small motion between them and are static. The algorithm
with its worst-case running time between Ω(n log n) and
O(n2d)d [3] (where d denotes dimension) is not an ideal
time complexity for real-time pose estimation applications.
Also, its convergence is guaranteed only when the scanned
pair is roughly aligned.

Pose estimation using global registration: The approach
followed by [4] merges the approach of the sampling-based
registration technique with the global geometric modelling
of objects to deliver results as good as the state-of-the-art
Super4PCS [2] method. The algorithm proposes a slight
improvement in accuracy when compared to Super4PCS
but does not claim to be error-free. The average rotational
and translation error by this approach was 6.29°and 1.11
cm, respectively, when applied over the Amazon Picking
Challenge (APC) dataset .

Pose estimation using both global and local registration:
Another approach by [5], first aligns the point cloud data with
global registration methods such as Super4PCS, but due to
uncertainty in the accuracy of the resultant pose, ICP is used
to align the data further to improve the pose accuracy. This
approach trades off the execution time of ICP for reducing
pose error, but in applications where both time and precision
are of great importance, an alternate approach is required to
deliver better execution time and accuracy in the pose.

III. PROPOSED APPROACH

The challenge involved in achieving efficient pose estima-
tion and solving the problem statement of autonomous pick-
ing of cuboidal objects in an outdoor environment is given by



two interchangeable approaches. The proposed approach uses
RGB image to segment the cuboids’ magnetic plate from the
scene point cloud using aligned RGB and aligned depth im-
age thus eliminating the need for any post-processing of raw
point cloud. The pose estimation using Super4PCS, a global
point cloud registration technique follows the segmentation
process, and the resultant pose is then checked and corrected
for any error in its rotation and translation in linear time. The
overall solution presented remains faster and more accurate
than the conventional approach involving local registration
methods like ICP to correct pose deviations.

A. Sensor Data Acquisition

Only Intel Realsense D415 performed optimally in direct
sunlight among the various depth cameras. With its field of
view (FOV) of (65◦ ± 2◦ × 40◦ ± 1◦ × 72◦ ± 2◦) and depth
resolution up to 1280 × 720 in both indoor and outdoor
environment allowed it to be the ideal choice. The ability
of D415 to deliver both RGB and depth images aligned to
the point cloud (Fig 1(a)), facilitates the proposed algorithm
in reducing the execution time by decreasing the dataset
significantly as only the points corresponding to the region
of interest is processed instead of processing the complete
scene point cloud.

B. Sensor data processing

We have used the Point Cloud Library (PCL)[6] to process
the point cloud with the following methods to remove any
inconsistencies from the point cloud data and remove unnec-
essary information which is insignificant for the algorithm to
deliver any meaningful result.

Point cloud cropping: Since we are aware that any object
in the scene is at a certain height from the ground, it is better
to remove ground points as it does not contribute to pose
estimation but adds to the time taken to process the point
cloud. Point cloud cropping techniques such as Passthrough
Filter allow filtering out all the points along a specific axis
after a specified distance. Other methods, such as convex
and concave hull, allow irregular crop shapes from the point
cloud.

Outlier Removal: Varying lighting condition during data
acquisition complicates the estimation of characteristics of
local point clouds, such as curvature changes and surface
normals, which leads to erroneous data causing registration
failures. Hence, after the pass-through filter is applied, Statis-
tical Outlier Removal [7] (SOR) method is applied to remove
significantly smaller point clusters or individual points.

Downsampling: Due to higher resolution, it becomes nec-
essary to downsample the point cloud. VoxelGrid is a method
that creates voxels (3D boxes of specified dimensions) across
the dataset, and for each voxel, it approximates all the
points to the centroid of the voxel. This method reduces the
number of data points from the point cloud but preserves the
structural information.

Smoothing and normal estimation: SOR fails to remove
data irregularities that are caused by small distance measure-
ment errors and are difficult to remove using statistical anal-

ysis. To reduce any possibility of erroneous registration, re-
sampling algorithm such as Moving Least Square[8](MLS)
is applied, which uses higher-order polynomial interpolation
between neighbouring points to recreate the missing parts of
the surface, resulting in smoother planes.

C. Segmentation

Region Growing Plane Segmentation: Region Growing [9]
is a segmentation algorithm that uses smoothness constraint
and the angle between points normals to merge into a cluster
of points that belong to the same smooth surface. The ROI
segmentation using this approach solely depends on the
surface normals; thus, no colour information is taken into
account. Thus ROI filtration is done by using the dimensional
characteristics of the target object.

RGB based segmentation:ROI segmentation using RGB
image is done using HSV thresholding of the identified ROI
in the source image (Fig. 1(a)) and extracting the pixel
locations of the ROI represented by non-zero pixel values as
shown in Fig. 1 (b). The corresponding point cloud segment
is then extracted using the non-zero pixel coordinates as
indices for the input point cloud. This method allows the
proposed algorithm to save time and computational overhead.

D. ROI Filtration

The resulting segments are checked for ROI using the
target object’s dimensional and colour properties. The mea-
surement of segment’s dimensions is done by fitting a
Oriented Bounding Box (OBB) over the segments which
provides an approximate dimension of the rotated bounding
box enclosing target object, as shown in Fig 1(d). The OBB
method computes eigenvectors from the covariance matrix of
the segment point cloud, which is used to transform the cloud
to the origin such that the principal component corresponds
to the same axes and the maximum and minimum point
of the transformed cloud is calculated. Finally, the rotation
and translation of the bounding box are calculated using the
eigenvectors to get an approximate bounding box for the
segment, and the maximum and minimum points calculated
are used to get box height, width and depth, as shown in Fig
1(d).

Whereas the proposed algorithm calculates the dimension
more accurately by fitting a quadrilateral over the segmented
contour instead of using a minimum area rotated rectangle.
Convexity defect allows fitting a polygon and helps calculate
the dimension of ROI by using defect points as vertices,
which are used as indices to retrieve corresponding 3D
coordinates from the scene point cloud. Fig 1(c), shows the
least area quadrilateral fitted over the ROI.

The computed corners of the ROI are used for calculating
the dimension of the segment by using the standart pinhole
camera projection model. Using the camera model, inverse
projection of pixel coordinate x, y is done to calculate X,Y
world coordinate in camera frame by using the depth value
at pixel coordinate x, y in aligned depth image denoted by
Z. The final equations giving the 3D coordinate in camera
frame is stated as equation 2, 3 and 4, in which camera’s



Fig. 1: (a) RGB image of the scene aligned to the point cloud, (b) ROI thresholding to reduce search space, (c) T1, T2 and corner
point selection and extraction of corresponding 3D point from point cloud using convexity defect and inverse projection, (d) Point cloud
segmentation using non zero pixels from (b) and fitting oriented bounding box to cross verify dimensions of ROI

focal length (fx, fy) and its principal point (cx, cy) is derived
from its intrinsic parameters as stated in equation 1

K =

fx 0 cx
0 fy cy
0 0 1

 (1)

X = (x− cx)× depth[y, x]/fx (2)

Y = (y − cy)× depth[y, x]/fy (3)

Z = depth[y, x] (4)

E. Pose Estimation

Super4PCS [2] is a global point cloud registration algo-
rithm which unlike 4PCS [11] (four point congruent set) runs
in optimal linear time and also memory efficient. Local reg-
istration algorithms like ICP guarantees convergence when
the point cloud pairs are roughly aligned. Whereas in global
registration methods such as 4PCS and Super4PCS, point
cloud pairs can start in an arbitrary initial pose. Super4PCS
implements a smart indexing data structure to solve the core
instance problem, i.e., estimating all point pairs found within
a distance range of (r−ϵ, r+ϵ). The algorithm handles angu-
lar and spatial queries with the ability of its data structure to
extend to a higher dimension, allowing direct integration of
auxiliary surface information (e.g. colour, normals) whenever
available. In Fig 4 (a), an artificial point cloud with its
origin at (0, 0, 0), which is the same as camera’s origin, is
transformed using resulting pose from Super4PCS given by
equation 5 to align with target point cloud. The average time
taken for point cloud registration using Super4PCS on planar
surfaces of cuboidal objects during multiple trials in sunny
and low light conditions is 0.54s with an average rotational
and translation error of ±3.3◦ and 5.3mm respectively.

Pose =


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1

 (5)

F. Pose Error Estimation and Correction

The varying lighting condition and strong reflection could
lead to the erroneous point cloud. The re-sampling and
outlier removal algorithm applied during point cloud pro-
cessing minimizes the possibility of an error during reg-
istration but could not guarantee precise results in case of

a lack of information from the beginning itself. Any plane
segment with minor loss of data points could still maintain
its dimension information and can be filtered through the
bounding box dimension filtering process. Such cases could
lead to erroneous registration results. The error estimation
and correction process in the algorithm was first applied to
3D rotation, followed by 3D translation correction over the
corrected rotation.

Rotational error correction: Compensating for the ro-
tational error in the pose of a cuboidal object requires
calculating the angle difference in the yaw between the
target point cloud and the superimposed artificial point cloud
Fig. 3(a). This is achieved by selecting two points on both
target and artificial point cloud such that if the registration is
perfect, then the angle difference between the line segments
joining each pair of points results in zero.

For the target point cloud, two points equidistant from the
centroid and parallel to the larger sides of ROI are selected.
Since the target point cloud is in the camera frame, the
coordinate of these points is selected by either transforming
the point along the major axis of the point cloud or the
points (T1, T2) shown in Fig 1(c) are inversely projected
using equations 2, 3 and 4. From Fig. 4 (a), T1 and T2 are
represented as points in pink sphere.

For the artificial point cloud which is created with same
dimensions as of target point cloud with its origin at
(0, 0, 0), the reference point for yaw correction is cho-
sen such that first point A1 is the origin itself and other
point A2 is along the major axis at (x, 0, 0) (where x ∈
(0, artificial pointcloud width/2). A1, A2 is then trans-
formed using resulting pose from Super4PCS as shown in
Fig. 4 (a), as points in red and green sphere respectively.
The line segment between T1, T2 and between A1, A2 as
shown in Fig. 4 (a), should ideally be parallel to each other
if registration is perfect.In case of any rotational error, the
angle between these two line segments is used to correct the
resulting pose of Super4PCS by transforming the pose using
Rz rotational matrix along the normal of the target point
cloud segment.

Translation error correction: Translation error is com-
puted by comparing the target and artificial point cloud
centroid Fig. 3(b). The centroid C1 of the target point
cloud is the midpoint of the line segment joining points
T1 and T2, as C1 = (t′target(1), t

′
target(2), t

′
target(3)).

Whereas for artificial point cloud, its centroid C2 =



Fig. 2: Proposed algorithm in action: Accurate Pose estimation of cuboidal object and motion planning during Mohamed bin Zayed
International Robotics Challenge (MBZIRC) 2020 [10]

Fig. 3: (a) Rotational error of 3.26◦ between artificial point cloud
(red) and target point cloud (gray). (b) Transitional error of 0.19cm
between artificial point cloud (red) and target point cloud (gray)
after compensating rotational error.

Fig. 4: (a) Artificial point cloud (red) is registered on target point
cloud (white) with rotational error of 2.47°in yaw and translation
error of 0.8 mm in x, 3.1 mm in y and -0.2 mm in z (b) Rotational
error compensated (c) Followed by translation error correction and
giving final accurate pose with 0.23°accuracy in rotation and 0.3mm
in transition (Euclidean distance from centroid)

(t′artificial(1), t
′
artificial(2), t

′
artificial(3)). The difference

between C1 and C2 represents the translation error.
The estimated error in translation and rotation between the

target and artificial point cloud is corrected by transforming
the pose (equation 5) with computed rotational error along
z-axis (θ with corresponding rotation matrix Rz(θ)) and
translation error in δt direction . As stated in equation 6,
the final corrected pose is used for high-precision motion
planning to grab the target object. The Fig 4 shows the
process of error correction in which Fig 4 (a) shows the pos-
sibility of inaccurate registration resulting from Super4PCS.
Using above stated method for rotational correction Fig 4(b)
represents pose with rotational error eliminated and Fig 4(c)
further removes any translation error and providing high
precision pose.

FinalPose = Pose×


Rz(11) Rz(12) Rz(13) δtT (1)
Rz(21) Rz(22) Rz(23) δtT (2)
Rz(31) Rz(32) Rz(33) δtT (3)

0 0 0 1

 (6)

IV. RESULTS

In this section, we compare the pose accuracy and pro-
cessing time of our approach for pose correction with ICP.
When a globally registered point cloud is corrected for any
pose error with the ICP algorithm, the resulting correction
applied is dependent on the data points of the target point
cloud, i.e., if the target point cloud has any inconsistency

Algorithm

Avg.
Execution

Time
(milliseconds)

Avg.
Rotational
Error after
correction
(degree)

Avg.
Transitional
Error after
correction

(mm)
ICP 12 1.3° 1.8

Our approach 0.21 0.2° 0.4

TABLE I: Performance comparison between ICP and our approach

like missing corner data points, then it could introduce minor
registration errors. In contrast, our approach uses geometrical
information of the target area from its RGB and Depth image.
We introduce our data point on the target point cloud to
determine and correct pose accurately, as shown in Fig 4.
Since our approach computes transitional and rotational error
in constant time and for correction, it takes O(n) to transform
the point cloud, unlike ICP, which takes Ω(n log n)) overall
(where n is the number of data points), thus it can be
concluded that our approach not only gets accurate pose
but also saves execution time when compared to ICP as
shown in Table 1. The achieved results shown in following
table are from the experiment on the dataset captured during
MBZIRC 2020 [10] in which the average rotational error
in pose estimation of bricks (cuboidal objects) before the
correction was 3° in yaw and average transitional error
of 3mm (Euclidean distance) before correction from the
centroid of a target point cloud (Figure 2).

V. CONCLUSION

This paper proposes an autonomous picking solution for
cuboidal objects from a pile. Conventionally pose estimation
is achieved by methods that align a reference point cloud
with the target point cloud using model fitting or global
point cloud registration algorithms. To compensate for added
execution time and uncertainty in the pose accuracy of the
ICP algorithm, we propose a simpler yet efficient way of
computing the pose error and correcting it in linear time
by generalizing a point selection process that depends on
the geometry of the target object and its reference point
cloud. This approach was tested and validated during the
brick picking challenge in MBZIRC 2020.
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